**Отчет по лабораторной работе № 3**

«Применение многослойной нейронной сети

для классификации данных»

студента группы . Дата сдачи:\_\_\_\_\_\_\_\_\_\_

Ведущий преподаватель: оценка: подпись:\_\_\_\_\_\_\_

Вариант №\_\_\_\_\_\_\_

*Цель работы*: изучение математической модели многослойной нейронной сети и решение с её помощью задачи классификации данных.

1. Исходные данные

|  |  |  |  |
| --- | --- | --- | --- |
| Число признаков | Число классов | Объём выборки | Объёмы выборок для каждого класса |
|  |  |  |  |

Диаграмма рассеяния исходных данных:

![](data:image/x-emf;base64,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)

(отметить данные разных классов разными цветами)

Формирование обучающей, валидационной и тестовой выборок:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | Обучающая | Валидационная | Тестовая | Всего |
| % | 60 | 30 | 10 | 100 |
| Объём выборки |  |  |  |  |
| Объёмы выборок для каждого класса |  |  |  |  |

Предобработка данных:

|  |  |  |  |
| --- | --- | --- | --- |
|  | Метод | Параметры метода | Формула расчёта |
| Предобработка входов |  |  |  |
| Предобработка выходов |  |  |  |

1. Построение нейросетевого классификатора с двумя скрытыми слоями

Параметры архитектуры сети:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Число входов | Число выходов | Число и АХ нейронов 1-го скрытого слоя | Число и АХ нейронов 2-го скрытого слоя | Функция активации выходного нейрона |
|  |  |  |  | *Logistic* / *Softmax* |

Схема нейронной сети:

|  |
| --- |
|  |

Параметры обучения:

|  |  |  |  |
| --- | --- | --- | --- |
| Метод обучения | Параметры метода обучения | Режим обучения | Функция потерь |
| Momentum |  |  | *Binary* / *Categorical* cross-entropy |

Параметры инициализации:

|  |  |  |
| --- | --- | --- |
| Распределение весов 1-го скрытого слоя | Распределение весов 2-го скрытого слоя | Распределение весов выходного слоя |
|  |  |  |

Критерий останова: \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Зависимость средней функции потерь *E*(τ) (левая ось) и ошибки классификации ε(τ) (правая ось) на обучающей, валидационной и тестовой выборках от времени обучения (всего 6 графиков):

![](data:image/x-emf;base64,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)

**Отметить на графике начало переобучения (если наблюдается)**

(ε = число неверно классифицированных примеров/число всех примеров)

Показатели качества обученного нейросетевого классификатора:

|  |  |  |  |
| --- | --- | --- | --- |
|  | Обучающая | Валидационная | Тестовая |
| Среднее значение функции потерь *E* |  |  |  |
| Ошибка классификации ε |  |  |  |

Матрица ошибок классификации обученной сети на обучающей / тестовой выборках:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Predicted Class  Actual Class |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |

Формируемые обученной сетью области классов:

![](data:image/x-emf;base64,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)

(нанести на диаграмму исходные данные, закрасить области разных классов разными цветами, отметить границы между классами)

1. Проверка устойчивости найденного решения

Провести обучение сети заново из другой случайной начальной точки *w*(0).

Показатели качества обученного нейросетевого классификатора:

|  |  |  |  |
| --- | --- | --- | --- |
|  | Обучающая | Валидационная | Тестовая |
| Среднее значение функции потерь *E* |  |  |  |
| Ошибка классификации ε |  |  |  |

Формируемые обученной сетью области классов:

![](data:image/x-emf;base64,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)

(нанести на диаграмму исходные данные, закрасить области разных классов разными цветами, отметить границы между классами)

Выводы:\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_